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Abstract
Data on learning outcomes is essential for tracking progress in achieving education goals, understanding what education policies work (and don’t work), and holding officials accountable. We assess the accuracy and reliability of India’s two nationally representative surveys on learning outcomes, ASER and NAS. After restricting our sample to maximize comparability, we find that NAS state averages are significantly higher than ASER states averages and averages from an independently conducted nationally representative survey (IHDS). In addition, state rankings based on NAS data display almost no correlation with state rankings based on ASER, IHDS, or net state domestic product per capita. We conclude that NAS state averages are likely artificially high and contain little information about states’ relative performance. We then analyse the internal reliability of ASER data using variance decomposition methods. We find that while ASER data is mostly reliable for comparing state averages, it is less reliable for looking at changes in state averages, district averages, or changes in district averages.
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Introduction
India is facing a learning crisis. In 2018, nearly half of all rural students in grade five couldn’t read a grade two text and two thirds couldn’t perform simple division (“ASER Report 2018,” n.d.). While opinions vary on how best to address the learning crisis, there is widespread agreement that data on learning outcomes will be key to finding solutions. The World Bank, in the 2018 World Development Report on education, urges countries “to take learning seriously, start by measuring it” (World Bank 2018). The central government think tank Niti Aayog recently launched an index of state education quality which relies, in large part, on data on learning outcomes to spur “competitive federalism” between states. Data on learning outcomes will be especially important as the centre and states take up recommendations from the recently published National Education Policy and for successful implementation of the recently announced National Foundational Literacy and Numeracy Mission.

In this paper, we take stock of India’s data on learning outcomes. In particular, we assess the accuracy and precision of data from India’s two nationally representative learning outcomes surveys: the Annual State of Education Report (ASER) basic survey, conducted by the independently run ASER Centre, and the National Achievement Survey (NAS), conducted by the central government with the help of the states. The ASER basic survey was conducted every year from 2005 to 2014 and every

1 https://www.thehindu.com/opinion/op-ed/on-the-learning-curve/article26583825.ece
other year from 2014, is representative of all rural households, and seeks to measure whether children have attained basic foundational literacy and numeracy. ASER was the first (to our knowledge) nationally representative survey of learning outcomes and played a pivotal role in raising awareness of India’s low learning levels.

The NAS (in its current, expanded format) has only been conducted once, in 2017, but the central government plans to conduct it regularly. NAS is administered in school to children in grades 3, 5, and 8 and seeks to measure whether students have achieved grade-level learning objectives. In addition to these two sample survey based sources of data on learning outcomes, other potential sources of data on learning outcomes include state summative assessments and results from the board exams, administered at the end of classes 10 and 12. We do not consider summative assessments as these vary widely by states and are not made available to the public. Similarly, we do not consider board exams as a substantial portion of students do not complete grade 10 and state boards vary widely by state.

We first compare NAS and ASER data to each other and to a third source of data on learning outcomes, the India Human Development Survey (IHDS) (Desai, Vanneman, and National Council of Applied Economic Research, New Delhi 2019). ASER and IHDS use a virtually identical assessment tool and a similar sampling strategy. By contrast, NAS uses a different assessment tool and sampling strategy. To ensure comparability across datasets, we focus on students and schools which are included in all datasets (rural class 3 students in government schools) and learning outcomes which are most similar across the datasets (reading outcomes).

After restricting the dataset samples, we find that ASER and IHDS state averages are very similar to each other. This is unsurprising given that the two datasets use the same tool and a similar sampling strategy but provides reassurance in the accuracy of ASER state averages. By contrast, we find that NAS state averages are significantly higher than both ASER and IHDS averages. In addition, state rankings based on NAS data display almost no correlation with state rankings based on ASER, IHDS, or net state domestic product per capita.

We show that the size of these discrepancies is larger than can be reasonably explained by differences in the latent reading ability being tested. We further provide suggestive evidence that voluntary student absence on NAS exam data is unlikely to be a major source of these discrepancies. We conclude that NAS state averages are likely artificially high and contain little information about states’ relative performance.

We next assess the internal reliability of ASER data. The ASER reading and math assessment tools have been analysed through comparison to EGRA tools and were found to be reliable and valid and the sample size for the ASER survey is large enough to ensure reasonable precision (Vagh, n.d.; Ramaswami and Wadhwa, n.d.). Yet there are two reasons to suspect that there may be significant non-sampling errors in ASER data. First, ASER is implemented through the assistance of partner organizations which in turn often use volunteer surveyors with relatively little experience. Second, to sample households within villages ASER uses the “right-hand rule,” in which surveyors walk around the village selecting every Xth household rather than the more accurate (but costly) household listing method. These are not criticisms of the ASER survey – without these cost-saving measures the survey would likely be prohibitively expensive – but they also raise the risk of bias or reduced precision. All ASER enumerators undergo standardized training but even slight differences in survey

---

2 In a separate follow-up survey, NAS was also administered to 10th class students.
administration by partner organization may lead to large increases in variance of district or state averages.

To assess the reliability of ASER data, we use two approaches developed by Kane and Staiger (2002) for decomposing the variance of scores into persistent and transitory components. We then further decompose variance arising from the transitory component into variance arising from sampling and variance arising from other sources. While we cannot further distinguish between transitory non-sampling variance arising due to surveying (such as partner fixed effects) or other sources (such as a temporary increase in learning outcomes) we show that learning level differences between cohorts are unlikely to be a cause of transitory changes in scores and provide qualitative arguments for why true changes in learning outcomes are unlikely to be the source of transitory changes in scores.

We apply these methods to state-level ASER data on the proportion of rural class 3 children who can read a standard 2 level text and the proportion who can perform simple subtraction and district-level data on the proportion of class 3, 4, and 5 students who can read a standard 1 level text and the proportion who can perform simple subtraction. We find that a relatively small portion (5-9%) of the overall variance in state scores is due to transitory effects. By contrast, a substantial portion (between one third and one half) of the variance in changes in state scores and the variance in district scores are due to transitory effects. Variance in changes in district scores is nearly entirely (>75%) due to transitory effects. Across subjects, aggregation levels, and levels vs changes, sampling error appears to make up a small portion of variance.

If transitory effects are due to noise, these findings imply that ASER is reliable for static comparisons of state performance but care should be taken when using ASER to compare districts or state progress from one round to the next. Taking changes in state average reading scores as an example, approximately 40% of the variance in the changes is due to transitory effects. This implies that if we attempt to identify the top 25% of states in terms of reading gains, a third of the states identified would not actually be in the top 25%.

Sources of Learning Outcomes Data

We first provide a brief background on each of the three learning outcomes surveys, ASER, NAS, and IHDS. In particular, we summarize each survey’s sampling strategy, frequency, test instrument, and implementation.

Annual State of Education Report (ASER) Survey

The ASER basic survey is a nationally representative survey, conducted every year in its first years and every other year currently, which seeks to assess rural Indian children’s basic literacy and numeracy. The ASER basic survey uses a two stage sampling strategy to select a representative sample of all rural households. In the first stage, 30 villages are selected using probability proportional to size without replacement (where size is defined as the number of households from the census) in each rural district in the country. Urban districts are excluded from the survey. The ASER basic survey employs a rotating panel of villages. Each year, 10 villages are replaced with new villages. In each village, 20 households are selected using the “right-hand rule,” a pseudo-random method for selecting households which does not require a full household listing.

For more details, see
http://www.asercentre.org/Survey/Basic/Pack/Sampling/History/p/Overview/Basic/Pack/History/etc/p/56.html
ASER surveyors collect data on school enrolment for all children ages 3-16 in selected households. In addition, ASER surveyors administer ASER reading and math assessments to all children ages 5-16. The ASER reading and math assessments are simple tools, conducted orally and one-on-one, designed to assess a child’s basic numeracy and literacy. The ASER reading assessment assigns each child one of five literacy levels: can’t identify letters, can identify letters but not words, can read words but not a paragraph, can read a short paragraph but not story, and can read a longer story (which corresponds to a standard 2 level text). Similarly, the ASER math assessment assigns each child one of five numeracy levels: can’t identify numbers 1-9, can identify numbers 1-9 but not 11-99, can perform two-digit subtraction but not 3 digit by 1 division, and can perform 3 digit by 1 division.

The entire ASER survey is implemented by a network of partner organizations and volunteers. In many districts, the ASER partner organization is the local District Institute of Educational Training (DIET). As noted below, NAS surveyors are recruited from candidates currently training to be teachers at DIETs.

**National Achievement Survey (NAS)**

The National Achievement Survey (NAS) is a large, school-based assessment of student learning conducted by the central government with the help of states. NAS has been conducted every year starting in 2001 but in 2017 was expanded to include children from grades 3, 5, and 8 at the same time (previous rounds typically assessed students from only one of these grades), the sample size was significantly increased so that results would be representative at the district level, and the assessment tool was modified to test student competencies. The central government also announced its intention to repeat this larger NAS in future rounds. For brevity’s sake, we, like most observers, refer to the 2017 NAS as the NAS though there have been several other NAS surveys.

According to the NAS district report, 120,000 government and private-aided schools were selected from official lists for inclusion in NAS using probability proportional to size sampling. Within each school, up to 30 students per class in classes 3, 5, and 8 are randomly selected.\(^4\) NAS documentation does not specify how many schools were sampled per district or what measure of size (total number of students or total students in classes 3, 5, 8, and 10) was used. According to the NAS district report, a total of 2.2 million students were assessed in NAS making the NAS one of the largest sample surveys ever conducted.\(^5\)

The NAS collected a variety of data on schools and students and assessed all students’ language and math ability. (In addition, NAS assessed class 3 and 5 students’ competency in environmental sciences and class 8 students’ competency in science and social science.) The assessment was designed to measure whether students had achieved official learning objectives as specified in the Right to Education Act (as amended in 2017). For example, one learning objective for class 3 language is “reads small texts with comprehension.” NAS does not make public the test questions it uses. Unlike the ASER assessment, the NAS assessment is a paper and pencil self-administered assessment.

---

\(^4\) See page 37 of the NAS operational guidelines for more information on random selection of sections and students.

\(^5\) Details of the NAS sample size vary somewhat by source. According to the forward of the NAS district report card report, 120,000 schools and 2.2 million students were sampled. (See [http://www.ncert.nic.in/programmes/NAS/pdf/DRC_report.pdf](http://www.ncert.nic.in/programmes/NAS/pdf/DRC_report.pdf)) According to the initial press release on the NAS, 1,100,000 schools and 2.5 million students were sampled. (See [https://pib.gov.in/newsite/PrintRelease.aspx?relid=173462](https://pib.gov.in/newsite/PrintRelease.aspx?relid=173462))
NAS was designed and supervised by the National Council of Educational Research and Training and implemented by states. Field investigators were selected from among candidates currently training to be government teachers at DIETs to ensure no conflict of interest.

India Human Development Survey (IHDS)
The India Human Development Survey (IHDS) is a large, panel survey representative of all households in India. We use only the second round of IHDS which was conducted in 2011-12. Households were selected using a two-stage sampling strategy.\[^6\]

IHDS collected data on a range of subjects such as consumption expenditure, employment, household assets. IHDS collected data on current enrolment, high grade completed, and other education related variables for all household members. In addition, IHDS orally administered a learning assessment tool based on the ASER assessment tool to all children ages 8-11.

### Table 1: Summary of Learning Outcome Surveys

<table>
<thead>
<tr>
<th>Population for which results are representative</th>
<th>ASER basic</th>
<th>NAS</th>
<th>IHDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rural children ages 5-16</td>
<td>Students attending government and private aided schools (and present on day of exam) in classes 3, 5, and 8</td>
<td>Children ages 8-11</td>
<td></td>
</tr>
<tr>
<td>Approximate sample size</td>
<td>320,000</td>
<td>2,200,000</td>
<td>11,693</td>
</tr>
<tr>
<td>Learning outcomes data collected</td>
<td>Basic literacy and numeracy; assessment tool administered orally and one-on-one</td>
<td>Math and language competency as defined by official learning objectives; student self-administered paper and pencil test</td>
<td>Identical to ASER</td>
</tr>
<tr>
<td>Other data collected</td>
<td>School enrolment</td>
<td>School infrastructure</td>
<td>Rich set of household information such as employment, expenditure, etc.</td>
</tr>
<tr>
<td>Field staff</td>
<td>Partner organizations and volunteers</td>
<td>State education officials and teacher candidates</td>
<td>Full-time trained survey team</td>
</tr>
</tbody>
</table>

Comparison of ASER, NAS, and IHDS

Direct comparisons of overall results from IHDS, ASER and NAS are not valid as the surveys are representative of different populations and NAS uses a different tool to assess learning outcomes. To facilitate comparison between the three different datasets, we restrict the sample of each of the datasets in several ways to ensure that the state averages from the final three restricted datasets are as similar as possible.

\[^6\] For more information on the sampling strategy see https://ihds.umd.edu/sites/default/files/publications/papers/technical%20paper%201.pdf
NAS gathers data on whether children attending government or private aided schools in grades 3, 5, and 8 have achieved learning objectives appropriate to their grade level in reading and math. ASER and IHDS gather data on whether rural children of ages 5 to 16 are able to read up to a standard 2 level text and whether they are able to perform math up to division.

We first restrict focus to reading outcomes. The highest level of the ASER reading assessment corresponds to a standard 2 level text which clearly corresponds to standard 2 level reading proficiency. By contrast, it is more difficult to match the skills tested on the ASER math assessment to NAS grade level objectives. (Recall that NAS does not make public its test questions, only the learning objectives tested.)

Second, we focus on grade 3 students. While ASER assesses older students, comparisons of ASER and NAS for higher grades would not be valid since, for example, NAS assesses 5th grade students on whether they are at a 5th grade reading level while ASER only tests whether 5th grade students have achieved up to a 2nd grade reading level. In theory, this results in a slight discrepancy in the level of learning outcome tested since ASER tests for standard 2 proficiency while NAS tests for standard 3 proficiency. As we will see, NAS scores are actually much higher than ASER for our restricted samples. We include students in grades 2 through 4 in the IHDS sample as otherwise sample sizes per state would be prohibitively small.

Third, we restrict the NAS and IHDS samples to students from rural areas as ASER is only administered in rural areas.

Finally, we restrict the three samples to ensure similarity in the types of schools covered. NAS is only administered in government and private aided schools. Unfortunately, we are not able to distinguish between students attending private and private aided schools in the ASER dataset so we restrict the sample to students attending government schools. We include both government and private aided schools in the IHDS sample.

Table 2: Summary of Restricted Samples Used for Comparison

<table>
<thead>
<tr>
<th></th>
<th>ASER basic</th>
<th>NAS</th>
<th>IHDS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Year of survey</strong></td>
<td>2018</td>
<td>2017</td>
<td>2011-12</td>
</tr>
<tr>
<td><strong>Grades</strong></td>
<td>3</td>
<td>3</td>
<td>2-4</td>
</tr>
<tr>
<td><strong>Learning outcomes</strong></td>
<td>Ability to read grade 2 text</td>
<td>Ability to read printed scripts on the classroom walls and ability to read small texts with comprehension</td>
<td>Ability to read grade 2 text</td>
</tr>
<tr>
<td><strong>Schools</strong></td>
<td>Government</td>
<td>Government and private aided</td>
<td>Government and private aided</td>
</tr>
<tr>
<td><strong>Rural / urban</strong></td>
<td>Rural</td>
<td>Rural</td>
<td>Rural</td>
</tr>
</tbody>
</table>

While these restrictions help ensure that the final analytical samples are as comparable as possible, they do not guarantee that the assessment tools are measuring the same latent trait or that the final samples are representative of the same population.

To better understand whether differences in the assessment tools may be driving differences in state averages between the datasets, we compare the correlation between state average NAS and
ASER reading scores to the correlation between state average ASER reading and math scores (calculated by taking the correlation between scores in each year and averaging these correlations.) We interpret the correlation between ASER reading and math scores as a crude lower bound of the correlation between ASER state averages and any other well-designed basic reading assessment administered to the same sample of children. While different assessments of basic reading may measure slightly different latent reading abilities, we would expect these latent basic reading abilities to be more highly correlated than basic reading and basic math. Further, previous research has shown that ASER performs well in measuring basic reading ability (Vagh, n.d.). If we find the correlation between ASER and NAS state averages is significantly lower than the correlation between ASER state reading and math, we can infer that either a) sampling or survey error is causing differences between the datasets or b) NAS does not accurately measure basic reading ability.

In addition to differences between the assessment tools, differences in the sampling strategy may also drive differences between the datasets. In particular, since NAS is administered in school while ASER is administered at home any state-level differences in the probability of low/high performing students showing up on NAS exam day would result in differences in the state averages for the two datasets. Of course, if the goal of the NAS survey is to obtain an accurate estimate of learning for all government school students we should still be concerned if we find that differences in test attendance drive differences in results. Nevertheless, understanding whether differences in test attendance may be driving differences in results may be helpful in diagnosing any potential discrepancies between the datasets.

To test whether voluntary student absence on NAS exam day may be driving differences between the datasets we use self-reported data on school attendance from IHDS. Formally, we assume that the probability of attendance on NAS exam date is $\frac{30 - DAYS_i}{30}$ where $DAYS_i$ is the self-reported number of days child $i$ was absent from school in the previous month and calculate expected NAS score taking into account probability of attendance. We caution that these results are only suggestive due to potential measurement error in this variable. In addition, this test only assesses the potential contribution of voluntary student absence. Teachers may have selectively encouraged certain students to stay at home on NAS exam day.

Results

Figure 1 plots class 3 average language scores for rural, government school students from ASER, NAS, and IHDS. IHDS values are missing from some states due to insufficient sample size. Figure 2 plots the state rank from ASER on the x axis and the state rank from NAS on the y axis.

These figures show that IHDS and ASER state averages are very similar in size and that NAS state averages are much higher and not very correlated with either IHDS or ASER. A formal test for correlation confirms that IHDS and ASER are highly correlated ($r = .62$), and NAS is not at all correlated with IHDS ($r = -.03$) and only modestly correlated with ASER ($r = .19$). For comparison, ASER grade 3 state average reading and math scores are highly correlated ($r = .82$) suggesting that differences in the aspect of reading being measured likely accounts for very little of this discrepancy.

In addition, comparing ASER and NAS to net state domestic product reveals that ASER is substantially correlated with NSDP ($r = .41$) while NAS is only modestly correlated with NSDP ($r = .05$). (All correlations are Pearson though Spearman gives similar results.)
Assessing ASER’s Reliability

Overview of Approach

Similarity between ASER and IHDS data provides reassurance in the reliability of ASER state rankings. Yet ASER’s reliance on partner organizations for surveying and the right-hand rule for sampling households generates potential for significant non-sampling errors. For example, if enumerators of a partner organization are slightly more lenient in how they mark the assessment or slightly more likely to survey children who are at home at the time of the survey (as opposed to children determined by the right hand rule).
We analyse the reliability of both ASER scores (i.e. levels) and changes in ASER scores at the state and district level using two approaches adapted from Kane and Staiger’s analysis of average school test scores in the US. Kane and Staiger decompose the variance of school average test scores into persistent and transitory components and then further decompose the transitory component into sampling variance and non-sampling variance (Kane and Staiger 2002). Intuitively, this approach looks at whether changes in ASER scores from one round to the next are typically reversed. If changes in scores tend to “stick,” we can be relatively confident that the measured change reflects an actual change in underlying learning outcomes. On the other hand, if changes are typically reversed, we would suspect that the measured change was either due to measurement error or some temporary effect on learning outcomes.

The key assumption underlying this approach is that changes in measured scores which persist reflect true changes in learning outcomes while transitory changes are due to noise. True transitory effects on learning outcomes may arise from two main sources. First, some policy or intervention may cause a temporary increase / decrease in learning outcomes which is reversed in subsequent years. Second, one cohort of students may have higher/lower learning outcomes than cohorts above and below. If this is the case, the round in which those students are tested would show higher/lower learning outcomes.

We are unable to test whether temporary increases in learning outcomes are plausible based purely on data but we find it unlikely based on our understanding of education policy. Education policies are generally for multiple years and rarely are significant changes rolled back after a single year. By contrast, we are able to empirically test whether differences between cohorts are a likely source of transitory changes in ASER scores by looking at whether changes in grade 3 scores predict changes in grade 5 scores two years later.

**Formal approach**

We use two different methods to decompose variance into persistent and transitory components. The first method assumes that average test scores for a state or district at time \( t \), \( y_t \), consist of a fixed component \( \alpha \), a persistent component \( v_t \) which follows a random walk, and a transitory component \( \varepsilon_t \) which is i.i.d. so that average test scores equal:

\[
y_t = \alpha + v_t + \varepsilon_t; \quad v_t = v_{t-1} + u_t
\]

Then \( \text{Var}(\Delta y_t) = \sigma_u^2 + 2\sigma_v^2 \) and the proportion of the overall variance of the changes in \( y \) arising due to the transitory shock can be estimated as...

\[
-2 \cdot \text{corr}(\Delta y_t, \Delta y_{t-1}) = -2 \cdot \text{corr}(u_t + \varepsilon_t - \varepsilon_{t-1}, u_{t-1} + \varepsilon_{t-1} - \varepsilon_{t-2}) = \frac{2\sigma_v^2}{\sigma_u^2 + 2\sigma_v^2}
\]

Similarly, we can also estimate the proportion of variance in *levels* (as opposed to changes) which are due to the transitory shock by rearranging the formula above to get:

\[
\sigma_v^2 = -\text{corr}(\Delta y_t, \Delta y_{t-1}) \cdot \text{Var}(\Delta y_t)
\]

A potential downside to this method is that it relies on the assumption that the \( u_t \) and \( \varepsilon_t \) terms are not serially correlated. The \( u_t \) terms may be serially correlated if, for example, states or districts often implement programs which result in not just one-off increases (decreases) in learning
outcomes but multi-year increases (decreases) in learning outcomes. Similarly, the $\varepsilon_t$ terms may be serially correlated if partner organizations collect data in the same areas for multiple years. Positive auto-correlation in either $u_t$ or $\varepsilon_t$ terms will bias downwards our estimate of the proportion of variance due to transitory shocks.

We can partially test for this by looking at $\text{corr}(\Delta y_t, \Delta y_{t-2})$. If the $u_t$ and $\varepsilon_t$ terms are not serially correlated, the correlation in current changes and twice lagged changes should be 0 (though this correlation may also equal 0 under other conditions as well). We find that this holds approximately for district changes (correlation with double lag is .04 for reading and -.04 for math) but not for the state changes (correlation with double lag ranges from .1 to .18). Thus, for states we also use a second method for decomposing variance into persistent and transitory components developed by Kane and Staiger. We focus on results from this second method in the main results section but also present results from the first method in an appendix.

The second method relies on the fact that if there is both a persistent component and a transitory component to scores, we would expect the correlation between current scores and the first lagged score to reflect both persistent and transitory shocks while the correlation between current scores and further lags would mainly reflect the persistent component. Thus, if comparing correlation between current scores and previous scores for increasing lags, the correlation should fall quite a bit with the first lag and then exhibit relatively steady decay after that. The figure below shows the average correlation between current state averages and previous state averages for lags up to five years. For both reading and math, the initial decrease in correlation (starting from 1) is larger than the subsequent decreases and subsequent decreases tend to be relatively stable.

\[
\sigma_{pers}^2 = 1 - \sigma_{\varepsilon}^2 \approx \frac{\sigma_{\varepsilon}^2 \cdot \rho_1}{\rho_{pers}}
\]

\[
\rho_{pers} \approx K^{-1} \sum_{k=1}^{4} \rho_{k+1}/\rho_k
\]
Once we have calculated $\sigma^2_{\text{pers}}$ and $\sigma^2_{\text{sampling}}$ (see below) we calculate the variance of non-sampling transitory effects as the residual, $\sigma^2_{\text{other}} = \sigma^2_{\Delta y} - \sigma^2_{\text{pers}} - \sigma^2_{\text{sampling}}$. For changes in state scores, we calculate the persistent effect as $\sigma^2_{\text{pers,changes}} = \sigma^2_{\Delta y} - 2 \cdot \sigma^2_{\text{other}} - 2 \cdot \sigma^2_{\text{sampling}}$.

For both methods, we decompose $\sigma^2_\varepsilon$ into variance arising from sampling and variance arising from other transitory effects using analytical estimates of sampling variance. ASER doesn’t publish standard errors and we don’t have access to the microdata so we are unable to directly estimate the standard errors but we may estimate standard errors using the ASER sampling strategy combined with estimates of sampling parameters from IHDS.

Using IHDS, we find that that the ICC of ASER scores at the village level is around .18. Within each district, ASER samples 30 villages and interviews 20 households per village. For a variable with prevalence of .5, the sampling variance for district averages is approximately\(^7\)\(^8\):

\[
DEFF = 1 + (20 - 1)ICC \\
\sigma^2 = \frac{DEFF \cdot .5^2}{600} \approx .0018
\]

We may compare this estimate with standard errors reported in a technical paper on ASER precision published by the ASER centre (Ramaswami and Wadhwa, n.d.). Variance of estimates for districts reported in this paper are around .0016. The similarity between the two figures lends confidence to our estimates. We take as our final estimate of the variance of district estimates due to sampling as .0016, though other similar values don’t change our results substantially.

To calculate sampling variance at the state level, we divide this variance by the number of districts in the state and then take the average across states. While this approach is slightly crude, sampling variance at the state level is very small and thus unlikely to affect our results.

The critical assumption underlying this analysis is that transitory shocks to ASER scores are due to noise rather than actual changes in learning outcomes. One potential source of true transitory effects on learning outcomes is differences between cohorts. We may test whether cohort effects account for a substantial share of year to year changes by looking at whether grade 3 changes in scores anticipate grade 5 changes in scores. Shifting perspectives slightly, we can think of ASER scores as composed of three components: the beginning of year learning level for the cohort in that year, the learning gain in that year, and a noise term, i.e.:

\[
y_t = c_{t,\text{start}} + l_t + \varepsilon_t = c_{t,\text{end}} + \varepsilon_t
\]

Note that there is no clear mapping between the decomposition of scores above and this new formulation (aside from the fact that the noise term is clearly transitory): both cohort and learning changes may be persistent or transitory. Our goal is not to show that cohort effects are unlikely to

---

\(^7\) In the interest of simplicity, we don’t take into consideration the rotating panel nature of the ASER survey.

\(^8\) In line with the survey sampling literature, we refer to the variance arising from fidelity to the intended sampling strategy “sampling variance.” Note that this does not include variance arising from potential deviations from the sampling strategy. (For example, if some surveyors selected more easily available households.)
be transitory but rather to test for cohort effects at all. If we can rule out cohort effects, we may conclude that transitory effects are unlikely to be due to cohort effects.

We can test estimate the variance in changes due to cohort effects by regressing

$$\Delta y_{5,t} = \beta \Delta y_{3,t-2} + \epsilon_t$$

If $corr(\Delta \epsilon_{t-2}, \Delta \epsilon) = 0$ then $p \lim(\beta) = \gamma \left( \frac{\sigma_{\Delta \epsilon_{end}}^2}{\sigma_{\Delta \epsilon_{end}}^2 + \sigma_{\Delta \epsilon}^2} \right)$ where $\gamma$ is the coefficient from a regression of $\Delta c_{5,t,end}$ on $\Delta c_{3,t,end}$. If $corr(\Delta c_{3,t-2,end}, \Delta c_{3,t-2,end}) = 1$ and $corr(\Delta c_{3,t-2,end}, \Delta l_{4,t-1} + \Delta l_{5,t}) = 0$ then $\gamma = 1$ and $\beta$ serves as an estimate of the share of the variance of the changes in scores due to cohort effects. There are several reasons why these assumptions may not hold. For example, top-coding in the ASER scores may lead to compression of differences or differences in the two learning outcomes measures used in grades 3 and 5 may lead to lower than 1 correlation between the measured cohort differences. We believe these causes are unlikely to seriously affect the value of $\gamma$ (few state scores are very close to either 0 or 1 and, in most states, absolute values for grade 3 and 5 scores are remarkably similar) but nevertheless consider $\beta$ a rough approximation of the share of variance in changes due to cohort effects.

The data we use for these analyses differs from that used above to compare ASER and NAS in several respects. First, state and district averages include all students, not just those attending government schools. Second, for districts we use the share of standard 3, 4, and 5 students who can at least read a standard 1 text and can at least perform subtraction. Our district data is from 2006 to 2011. ASER only publishes two variables for district averages (these variables and the share of standard 1 and 2 students who can recognize letters and who can recognize numbers). The variables chosen are closer to the variable used in the analysis above and also more likely to be stable over time due to the inclusion of 3 grade levels. For states, we use the a) share of class 3 children who can at least read a standard 1 text, b) the share of class 3 children who can do at least subtraction, c) the share of class 5 children who can read at least a standard 2 text, and d) the share of class 5 children who can perform simple division. Our state data is from 2006 to 2014. Again, our choice of variables is driven by availability of data. These are the only variables easily accessible for all years in our dataset.

Results

Figure X and Y display ASER state reading and math scores for grade 3 and 5 over time. The figures show that even at the state level, ASER scores are quite “jumpy.” In addition, based on visual inspection it does not appear that grade 5 scores are influenced by lagged grade 3 scores.

Figure X displays the breakup of variance into a persistent component, sampling, and non-sampling transitory effects. Table X displays the same information but in numerical form and as shares of the total rather than absolute size.

For both reading and math, a large proportion (91% to 95%) of the variance in state scores (i.e. levels) are due to persistent effects. The share of variance due to persistent effects is lower but still substantial for changes in state scores and district scores, ranging from 52% for changes in state grade 5 reading scores to 76% for grade 3 district math score levels. By contrast, the share of variance due to persistent effects is quite low for changes in district scores (24% for math and 12% for reading). For all subjects and aggregation levels and for both changes and levels, sampling
variance makes up a relatively small share of overall variance and is much smaller than the variance due to other transitory effects.

Regressions of changes in class 5 state scores on twice lagged changes in grade 3 scores reveals that changes in grade 3 scores do not at all anticipate changes in grade 5 scores. The coefficient on twice lagged gains is -.045 (std error = .069) for math and .036 (std error = .063) for reading. These results suggest that transitory effects are unlikely to be due to differences between cohorts.

If non-sampling transitory effects arise from survey error, these findings imply that comparisons between state levels based on ASER are relatively accurate but that comparisons between changes in state scores, districts, and changes in district scores will be less reliable. For example, taking grade 5 reading scores as an example, the variance decomposition implies that if we were to attempt to identify the top 25% of states in terms of grade 5 reading scores, we would achieve roughly 75% accuracy. By contrast, if we were to attempt to identify the top 25% of states in terms of changes in grade 5 reading scores, our accuracy would be only around 50%.

9 These calculations assume that the two components are normally distributed though the results seem to hold for a variety of other distributions as well (including the beta and t).
**Conclusion**

We find that NAS state averages are much higher than ASER state averages and that NAS state rankings display almost no correlation with state rankings based on ASER, IHDS, or net state domestic product per capita. We conclude that NAS state averages are likely artificially high and contain little information about states’ relative performance. Based on an analysis of internal reliability, we find that ASER data is mostly reliable for comparing state averages but less reliable for looking at changes in state averages, district averages, or changes in district averages. Our findings have broad implications for how these existing data are used as well as potential future data collection efforts.

Our results for NAS suggest that NAS state averages (not to mention district results) should be used with extreme care if at all. Our results for ASER suggest that ASER is indeed a reliable guide for comparing state progress in basic literacy and numeracy but that care should be taken when comparing changes in indicators across states. Comparisons of changes in two states should be considered suggestive if the difference in their changes is small and rankings based on changes should be considered indicative. Researchers seeking to use ASER to estimate the impact of a policy may consider techniques which allow for error such as the methods described in Grilliches and Hausman (1986).
Taken together, these findings reveal a need for more precise data on learning outcomes in India. Data on learning outcomes for all children (those attending government and private schools in both rural and urban areas) with small standard errors at the state level would allow policymakers and the public to more accurately track progress in meetings the goals of the soon to be launched National Foundational Literacy and Numeracy Mission and researchers to more precisely estimate the impacts of education programmes.

Our findings, along with other research in this space, also suggests ways to fill (or not fill) this gap. First, the disappointing results for the NAS data provide further evidence that collecting accurate data on learning outcomes, especially using assessments administered in schools, is exceptionally hard. Analysis of NAS training and guidance documents shows that much thought and care went into this exercise. For example, the method for randomly selecting students in classrooms, in our opinion, carefully balances the need for random selection with the need for practical feasibility. Our findings corroborate the evidence from Madhya Pradesh where Muralidharan and Singh show that scores on a set of assessments administered in schools were artificially inflated even though there were little to no consequences for having high/low scores (though they find that the assessments contained useful information about relative student/school performance) (Muralidharan and Singh, n.d.).

Second, we show that sampling variance accounts for a relatively small share (between one fourth and one ninth) of uncertainty in ASER state level estimates. This suggests that a survey with a smaller sample size but also less non-sampling variance could achieve similar levels of precision. For example, if a learning outcomes survey were to achieve zero non-sampling error it could attain ASER-levels of precision with only 1/16 to 1/81 the sample size (where we reduce sample size by reducing the number of villages rather than reducing students per village).

Taken together, this suggests that a smaller, household-based survey of learning outcomes using a tool similar to ASER but with more direct oversight and use of a full household listing for sampling may be a promising approach for collecting learning outcomes data. One option for such a survey would be to add on ASER to an existing household survey such as the one of the NSSO rounds or the NFHS. Such an approach would add very little marginal cost and the IHDS survey demonstrated the feasibility of adding an ASER-like tool to a large existing survey. Both NSSO and NFHS have well-developed internal systems for ensuring quality data collection. In addition, the rich set of additional household variables would allow for increased precision of district and state learning outcomes (through small area estimation and advanced imputation for missing assessment scores).

References
Appendix A – Variance Decomposition

Table X below presents results from the analysis of ASER reliability using both the correlation decay method (or favoured method) and the correlation in deltas method (our alternate method). Note that estimates of the share of variance due to sampling is the same across both methods.

<table>
<thead>
<tr>
<th>State / District</th>
<th>Changes / Levels</th>
<th>Subject</th>
<th>Grade</th>
<th>Share persistent</th>
<th>Share sampling</th>
<th>Share other</th>
<th>Share persistent (alt method)</th>
<th>Share sampling (alt method)</th>
<th>Share other (alt method)</th>
</tr>
</thead>
<tbody>
<tr>
<td>District</td>
<td>Changes</td>
<td>Math</td>
<td>3</td>
<td>24%</td>
<td>15%</td>
<td>61%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>District</td>
<td>Changes</td>
<td>Reading</td>
<td>3</td>
<td>12%</td>
<td>21%</td>
<td>67%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>District</td>
<td>Levels</td>
<td>Math</td>
<td>3</td>
<td>76%</td>
<td>5%</td>
<td>19%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>District</td>
<td>Levels</td>
<td>Reading</td>
<td>3</td>
<td>72%</td>
<td>7%</td>
<td>22%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>State</td>
<td>Changes</td>
<td>Math</td>
<td>3</td>
<td>67%</td>
<td>7%</td>
<td>26%</td>
<td>67%</td>
<td>7%</td>
<td>26%</td>
</tr>
<tr>
<td>State</td>
<td>Changes</td>
<td>Math</td>
<td>5</td>
<td>65%</td>
<td>6%</td>
<td>30%</td>
<td>45%</td>
<td>6%</td>
<td>50%</td>
</tr>
<tr>
<td>State</td>
<td>Changes</td>
<td>Reading</td>
<td>3</td>
<td>56%</td>
<td>8%</td>
<td>36%</td>
<td>47%</td>
<td>8%</td>
<td>44%</td>
</tr>
<tr>
<td>State</td>
<td>Changes</td>
<td>Reading</td>
<td>5</td>
<td>52%</td>
<td>7%</td>
<td>41%</td>
<td>42%</td>
<td>7%</td>
<td>52%</td>
</tr>
<tr>
<td>State</td>
<td>Levels</td>
<td>Math</td>
<td>3</td>
<td>95%</td>
<td>1%</td>
<td>4%</td>
<td>95%</td>
<td>1%</td>
<td>4%</td>
</tr>
<tr>
<td>State</td>
<td>Levels</td>
<td>Math</td>
<td>5</td>
<td>95%</td>
<td>1%</td>
<td>5%</td>
<td>92%</td>
<td>1%</td>
<td>8%</td>
</tr>
<tr>
<td>State</td>
<td>Levels</td>
<td>Reading</td>
<td>3</td>
<td>93%</td>
<td>1%</td>
<td>6%</td>
<td>91%</td>
<td>1%</td>
<td>7%</td>
</tr>
<tr>
<td>State</td>
<td>Levels</td>
<td>Reading</td>
<td>5</td>
<td>91%</td>
<td>1%</td>
<td>7%</td>
<td>89%</td>
<td>1%</td>
<td>9%</td>
</tr>
</tbody>
</table>